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steady-state source of background which could poss- 
ibly offset the gain in flux by reducing the accuracy 
of the intensity measurements. In the case of NiF2, 
an LT data set was collected under each of the two 
conditions. From Table 2, it is obvious that the 
results are hardly affected and certainly not conta- 
minated by the increase in the delayed neutron back- 
ground. 
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Sciences, US Department of Energy, under contract 
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Abstract 

The distinction between 'displacive' and 'recon- 
structive' phase transformations is subjective, but 
rigorous classification into three types is possible 
using symmetry criteria. Type I shows a group- 
subgroup relationship between phase symmetries 
corresponding to a unique irreducible representation 
of the higher symmetry. Type II transitions are those 
in which continuous change of a structural param- 
eter relates stable phases through a shared subgroup 
or supergroup intermediate. Any other transition 
(type III) can be effected through a chain of type I 
or II steps. There is experimental evidence that some 
'reconstructive' transitions use transformation paths 
involving only a small number (3-4) of steps, without 
descent in symmetry to an amorphous intermediate. 
Such short pathways may be particularly important 
at high pressure. However, longer routes and less 
symmetrical transition states may be favoured kine- 
tically. The shortest pathways between structures are 
readily derived by considering structural similarities 
and available lattice modes. The probable utilization 
of such routes provides a rationale for understanding 
observed stable and metastable behaviour, as shown 
by examples from MX and MX2 systems and CaCO3. 
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Printed in Great Britain - all rights reserved 

The predictions of this approach are readily tested 
using molecular dynamics simulations. 

1. Introduction 

Buerger (1951) classified structural phase transitions 
as reconstructive or displacive, depending on whether 
or not breakage of primary interatomic bonds was 
required in order to interconvert the crystal struc- 
tures. There is a correlation with transformation 
mechanism in that reconstructive transitions are 
likely to involve heterogeneous nucleation, whereas 
new phases may nucleate homogeneously in a displa- 
cive transition. Thermodynamically, reconstructive 
transitions show discontinuities in first-order free- 
energy derivatives (entropy and volume) due to the 
significant change in atomic environments at the 
transition, whereas displacive transitions may be 
second-order in character. Even when a displacive 
transition is thermodynamically first order, the close 
relationship between the structures of the two phases 
makes it easy to visualize transformation occurring 
continuously, by variation of a few structural param- 
eters. The first-order character then arises because 
these intermediate states are higher in energy at the 
transition than the structures of either stable phase. 
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988 PATHWAYS FOR RECONSTRUCTIVE PHASE TRANSITIONS 

The distinction between transformation types is by 
no means unambiguous. The presence or absence of 
a bond is only clearly defined in the case of directed, 
covalent bonding. Large structural distortions and 
coordination changes are found in martensitic and 
related transformations, despite the fact that trans- 
formation is diffusionless and continuous. Some 
workers classify these transformations as 'displacive' 
(Delaey, 1991) whereas others prefer to regard them 
as reconstructive (Dmitriev, Rochal, Gufan & 
Tolrdano, 1988). The distinction is in fact grada- 
tional rather than dichotomous (Putnis & 
McConnell, 1979). 

It is possible to define transformation types more 
rigorously using symmetry criteria. In this paper, 
transitions are divided into: 

(i) Those showing an immediate group-subgroup 
symmetry relationship, that can be modelled thermo- 
dynamically using the Landau formalism. 

(ii) Those where change in one set of structural 
parameters transforms the structure through an 
intermediate whose symmetry is a common subgroup 
or supergroup of the stable phases. Such transitions 
are modelled in the modified Landau theory of 
Dmitriev et al. (1988). 

(iii) Those where the structures can be intercon- 
verted through a chain of distinct steps, each like (i) 
or (ii) above. Any transition not in classes (i) and (ii) 
falls into this category, as is argued below. 

The three categories above will now be described 
in more detail. 

2. Classes of phase transition 

2.1. Type I transitions 

For two structures related by very small atomic 
displacements, the space-group symmetries of the 
two phases are necessarily in a subgroup-supergroup 
relationship to one another since infinitesimal dis- 
placements may move atoms from a general site to a 
special site of the high-symmetry structure (thus 
causing a symmetry reduction) but not to another 
special site. Systems showing such behaviour have 
received much attention because the variation in 
physical properties of the phases across the transition 
may be related to structural variables using Landau 
theory (Landau & Lifshitz, 1958). Type I transitions 
are characterized by the following properties. 

(i) The deviation of the structure of the low- 
symmetry (LS) phase from that of the high- 
symmetry (HS) phase may be described by an order 
parameter, r/, which transforms as a non-identity, 
physically irreducible representation (IR) of the HS 
symmetry, and as the identity representation for LS. 

(ii) The order parameter and powers of it are 
directly proportional to measurable strains and 
atomic coordinates to a close approximation. 

(iii) The free-energy difference between HS and LS 
structures is represented as a polynomial in r/with a 
small number of terms. 

In practice, Landau theory is found to model LS 
thermodynamic properties surprisingly well for 
significant values of r/. Furthermore, it provides 
stringent symmetry conditions that must be satisfied 
for a transition to be thermodynamically second 
order (Birman, 1966). Even when these conditions 
are met, negative coefficients for high-order terms in 
the free-energy polynomial may result in first-order 
thermodynamics. However, the predictions of the 
theory may not be accurate in the very small r/ 
r+gime near the transition point due to the occur- 
rence of fluctuations. A recent review of applications 
and limitations is provided by Salje (1991). 

2.2. Type II transitions 

Recently, attempts have been made to model, 
using a Landau-like formalism, diffusionless transi- 
tions that do not satisfy conditions (i) and (ii) above 
(Dmitriev et al., 1988). These workers note that the 
large atomic shifts and shears that occur in marten- 
sitic and similar phase transitions bring about a 
change in simple structures that is periodic with 
displacement. They quote the/3 and to phases in Ti, 
Zr and Hf as an example. 

The periodicity of the structural change is 
expressed by Dmitriev et al. (1988) in their definition 
of an order parameter, r /=  a + bsin(2~-z + ~0), 
where z is an atomic displacement and the other 
parameters are constants appropriate to the system 
being modelled. The free energy is then expressed as 
a Taylor expansion in r/, as in the Landau approach. 
However, this corresponds to a Fourier series in 2rrz 
since r /and z are no longer linearly related. 

The formalism of Dmitriev et al. (1988) predicts 
several potential stable phases corresponding to 
specific fixed values of r/, each with a distinctive high 
symmetry. A free-energy minimum can also occur 
for one variable value of r/, corresponding to the 
common LS phase. All HS phases may be regarded 
as special cases of the LS phase with constrained 
values of a specific set of structural variables. If each 
HS-LS transition were described in Landau theo- 
retical terms, then the IRs of the various HS phases 
all correlate through the LS phase. Symmetrically, it 
would be valid to model an individual HS-LS step 
using Landau theory. In practice, the large dis- 
placements involved would make it difficult to repro- 
duce the thermodynamics of the LS phase accurately. 

For type I transitions, the HS-LS relationship is 
described by one IR of the HS phase. The lattice 
distortions and atomic displacements involved in the 
transition may therefore be correlated with softening 
of lattice vibrational modes of one particular symme- 
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try species. Martensitic transformations of the type 
described by Dmitriev et al. (1988) note that lattice 
mode softening is also implicated as a mechanism for 
the transitions that they consider, citing the experi- 
mental evidence of Ernst, Artner, Blaschko & 
Krexner (1986) on the b.c.c.-h.c.p, transition in 
lithium. 

In summary, diffusionless transitions such as B-to 
may occur by descent in symmetry from one stable 
structure (HS1) to a LS structure that is shared with 
the other stable phase (HS2). Specific lattice modes 
are utilized at each step, and are those consistent 
with considering the transition as a pair of back-to- 
back type I transitions. The modes do not need to 
soften to zero velocity since the intermediate LS 
phase has only a transitory existence as the inter- 
mediate state between HS phases. 

Dmitriev, Rochal, Gufan & Tolrdano (1989) 
describe transitions such as f.c.c.-h.c.p, where there 
is a common higher symmetry intermediate rather 
than one of lower symmetry. In this particular case, 
the ascent in symmetry corresponds to delocalization 
of atoms between sites that are distinguishable in the 
stable phase, and to stacking disorder. The inter- 
mediate for this interpolytypic transformation cor- 
responds to the superposition structure of 
order-disorder theory (Dornberger-Schiff, 1959; 
Durovic & Weiss, 1986). 

HS phase allows descent into LS structures that 
would not otherwise be accessible. 

It should be stressed that the IRs utilized do not 
have to be at the Brillouin zone centre. Successive 
descents in symmetry allow any structure to be 
reduced to P1 symmetry with an arbitrarily large 
unit cell, and then raised in symmetry to produce any 
other structure. Taken to the extreme, the symmetry 
reduction steps correspond to amorphization. 
Amorphous structures and the disordered structures 
associated with grain boundaries, line and plane 
defects, may therefore be regarded as the ultimate 
limit of descent in symmetry by a chain of HS-LS 
steps with atomic motions determined by permitted 
lattice vibrations at every step. Locally amorphous 
structures are important in all the transformation 
mechanisms associated with 'reconstructive' phase 
transitions, such as dissolution-reprecipitation, 
grain-boundary nucleation and propagation of defect 
arrays. Thus, the thermodynamic and symmetric 
treatments used for classically 'displacive' transitions 
can be extended to incorporate the reconstructive 
extreme as a special case. Even where transformation 
strains are too great for lattice coherence to be 
maintained during growth of a new phase, the initial 
nucleation step may be diffusionless, and nucleation 
kinetics modelled accordingly. 

2.3. Type III transitions 

Boyle, Walker & Wanjie (1980) suggested that 
symmetric correlations between the structures of 
phases should be looked for even where the obvious 
structural relationships of type I/II transitions are 
lacking, and that vibrational modes might play a rrle 
in determining atomic motions during transforma- 
tions other than the classically 'displacive' ones. 
However, a general transformation between two 
specified structures requires more than one inter- 
mediate state. 

It has already been seen that type II transitions 
can be regarded as two type I-like stages sharing a 
common LS or HS. In the former case, the LS 
symmetry must be compatible with single active IRs 
of both HS phases, the range of possible symmetries 
for {HS1, LS, HS2} is restricted for such a two-stage 
process. However, the possibilities increase if more 
stages are interpolated. The extra steps may be 
either: 

(i) Further descent in symmetry. Site symmetries 
are reduced, and changes in lattice geometry and 
atomic coordinates may be achieved in accord with 
an IR of the LS phase, or: 

(ii) Ascent in symmetry. Even if no additional 
degrees of structural freedom are gained by dis- 
ordering atoms, the richer IR symmetry of the new 

3. Multistage diffusionless transformation paths 

Clearly, for transformation between any two struc- 
tures, at least one shortest route exists. This may be 
found by comparing the structures of the stable 
phases for shared features, and finding lattice modes 
available in each phase that preserve these features 
while changing the rest of the structure. An infini- 
tude of more complex paths can then be constructed 
by interpolating extra steps. These may be of interest 
since the route actually used will be the fastest rather 
than the shortest. That is, the route with the most 
stable highest-energy intermediate structure, and 
hence the lowest energy barrier. Under different 
conditions, it is possible that a relatively low-energy 
transition state would become a macroscopically 
observable phase, stable or metastable. 

The utilization of short multistage transformation 
paths is suggested by two main lines of evidence. 

(i) The observation of ephemeral transition states 
by diffraction or spectroscopy during transform- 
ation. 

(ii) In many cases, analysis of the static and dyna- 
mic symmetry reveals that the predicted intermedi- 
ates on short transformation paths between two 
stable phases occur macroscopically as metastable 
phases or as stable phases under other pressure- 
temperature conditions. Therefore, they are likely to 
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be relatively low in energy as transition states 
between more stable phases. 

It was shown in Adams, Christy, Haines & Clark 
(1992) that there is evidence of both types for multi- 
stage diffusionless transformation in lead monoxide. 
The HS phases, litharge and massicot, are related by 
four interconnected three-step routes. The low- 
temperature (a ' )  phase, ,  and the intermediate- 
pressure (y) phase may both be generated from 
litharge by softening of the litharge Eu modes, which 
is also required to produce one of the litharge- 
massicot transition states. This transition state is 
involved in two of the three-step transformation 
routes. That the others are also used, and have a 
transient existence in domains large enough to dif- 
fract coherently, is suggested by additional peaks 
occurring in the X-ray data of Schoonover, Groy & 
Lin (1989). 

It is particularly likely that short routes become 
kinetically important at high pressure. This is 
because the volume of activation for the transform- 
ation will tend to be larger for intermediate states 
that are very different from either stable structure 
than for intermediates that are more similar to the 
stable phases. Equivalently, it can be stated that 
pressure tends to inhibit 'free diffusion' of atoms. 

The shortest possible paths and corresponding 
transition states between structures may be identified 
by inspection. Knowledge of them may be applied in 
a variety of ways. 

(i) Understanding the symmetric relationships 
between phases can lead to very simple phenome- 
nological modelling of whole phase diagrams [cf. 
Dmitriev, Gufan & Tolrdano (1991) on a-, y-, t~- 
and e-Fe]. 

O@ 
0 0 0  @o@o 
0 0 0   -OeOoOo 
0 0 0  @ o @ o  . 

O e  
(a) 

0 0 0  o O@ O® @,._., 
0 0 0  - - o O o " ®  

"lO 0 0  ®o Oe ",, Oe @ ....... 

Fig. 1. (a) B1-B2 transformation via a Cm intermediate, using the 
zone-centre T~, mode. Cations displaced relative to anions 
parallel to [101]nz. (b) Transformation via a Pnmm intermediate, 
using the Xs- zone-boundary mode. Top cation + anion layer 
shifted relative to lower one parallel to [101]. Large circles are 
cations, small ones are anions. Shading indicates height (b/2)el 
below plane of paper. 

(ii) Solid-state transformation mechanisms can be 
predicted and sought experimentally ( c f  PbO). 

(iii) Candidates for new stable structures (parti- 
cularly at high pressure, where structural data may 
be limited) can be predicted. 

(iv) Where it is known from experiment that long 
transformation paths are used ('reconstructive trans- 
formation'), it is equally implied that the transition 
states on shorter routes are very unstable. Since these 
states can be identified by consideration of the rela- 
tionship between HS structures, the reasons for their 
instability can be investigated by lattice dynamic 
simulation. 

The next section of this paper illustrates these 
applications, interpreting the transformation 
behaviour of simple binary compounds, and also the 
CaCO3 phases, in terms of their shortest diffusionless 
tranformation paths. 

4. Examples 

4.1. The B 1 - B 2  transition 

Boyle et al. (1980) point out that it is impossibte to 
transform from the Fm3m NaCI  (B1) structure to 
P m 3 m  CsCI (B2) whilst maintaining both cubic sym- 
metry and a Z ' =  1 primitive unit cell. However, 
Shoji (1931) noted that both structures can be 
described using a rhombohedral cell with a = 60 ° for 
B1 and 90 ° for B2. No change in atomic coordinates 
is required. The B2 structure is formed from B1 by a 
contraction along one triad axis and expansion in the 
normal plane - a classic example of 'dilatational' 
transformation cited by Buerger (1951). Although no 
lattice translation lengths or angles are left unaltered 
by the transformation, it is possible to produce 
planes of good fit between the phases by introducing 
twinning or shearing, giving a martensitic texture. 
Fraser & Kennedy (1974) calculated the likely 
orientation relationships and shape changes for 
B 1 - B 2  transformation products, and found them to 
be in accord with observation for KC1, NHaBr and 
CsCI. 

The study of Watanabe, Tokonami & Morimoto 
(1977) on the temperature-driven transformation of 
CsC1 suggests an orientation relationship in which a 
{100} plane of  the B1 phase becomes a {110} plane 
in the B2 phase and vice versa. These planes are also 
the preferred planes of contact between phases, 
implying that a [111] direction is not maintained 
constant through the transition, as would be 
expected for rhombohedral dilatation. The mech- 
anism that they propose involves shear both within 
and between (100) layers of the B1 structure. Inter- 
estingly, the molecular dynamics study of Nga & 
Ong (1992) reproduces the mechanism of Watanabe 
et al. (1977) locally, but with a misorientation 



A N D R E W  G. CHRISTY 991 

Table 1. Corresponding directions for the B1 and B2 
structures shown in Fig. 1 

The (010)e~ and (110)e2 planes are in coincidence for both trans- 
formation mechanisms. 

[u v wlB, [u v w]~ 
(a) ] 0 0 ] T 2 

0 1 0  1 1 0  
0 0 1  T I O  

(b) ] 0 0 ] T i 
0 1 0  1 10 
0 0 1  11 1 

between phases such that the orientation rela- 
tionships expected for the dilatational mechanism are 
preserved overall. 

A major problem with the dilatational mechanism 
is that the associated lattice strain has T2g symmetry, 
whereas the only zone-centre phonons for either the 
B1 or B2 structure have T~u symmetry. T~u modes 
transform as {x,y,z}, and allow cation and anion 
sublattices to translate relative to one another. Lat- 
tice strains of T2g symmetry can arise secondarily if a 
T~, order parameter is active since T2g is contained in 
the direct product Tlu(~Tlu = Alg + Eg + Tig + T2g. 
The distinction is illustrated between geometrically 
feasible distortions of a structure and those which 
are actually consistent with lattice vibrations. 

The rigid-ion lattice dynamical simulation work of 
Okai (1986) indicates that the TA mode in the B1 
structure does soften with pressure, but also that 
there is little energetic difference between softening 
at the Brillouin zone centre or at the X-point of the 
zone boundary. 

Transformation by softening of the TA mode is 
shown in Fig. 1 for (a) zone-centre and (b) zone- 
boundary collapse. The mechanism and orientation 
relationships of Watanabe et al. (1977) are those of 
Fig. l(b). Those of Fig. l(a) are similar to within a 
rotation in the plane of contact. This can be seen 
from Fig. 1 and Table 1. Both orientation rela- 
tionships have been observed in the high-pressure 
neutron diffraction study of RbC1 by Onodera, 
Kawano, Nakai & Achiwa (1992), implying that 
both pathways operate in that system. The F-point 
transformation proceeds via a polar monoclinic Cm 
intermediate, with lattice strains of T2g (xz) and Eg 
(x 2 - z 2, 2y 2 - x 2 - z z) symmetries. The X-point tran- 
sition state has orthorhombic symmetry (Pnmm; T2g 
strain only). Okai (1986) has shown that mode 
softening away from the F-point for the B1 phase, 
and hence the orthorhombic intermediate, is 
favoured if the atoms are polarizable. 

Yet another related transformation pathway is 
suggested by the observed stability of the B16/B33 
structures between B1 and B2 fields for some com- 
pounds. These structures can be produced by soft- 
mode collapse of the B1 structure at 0,0,0.5 rather 

than 001. Such a transition state is evidently low 
enough in energy to become a stable intermediate 
TlI/GeS-like phase under pressure for compounds 
containing very polarizable atoms such as Pb 2+, 
Br- ,  I - ,  O H - a n d  S H - ( C h a t t o p a d h y a y ,  von 
Schnering, Grosshans & Holzapfel, 1986; Haines & 
Christy, 1992; Adams et al., 1992). 

All the phases discussed above are shown in Fig. 2. 
All active cubic IRs correlate with T]u at the zone 
centre. They are labelled in Fig. 2 according to the 
notation of Mulliken (1933) for zone-centre IRs and 
that of Koster, Dimmock, Wheeler & Statz (1963) 
for representations away from the zone centre, as 
used in Bradley & Cracknell (1972). Four symmetri- 
cally and thermodynamically distinct type II phase 
sequences are represented: Fm3m-Cm-Pm3m, 
Fm3m-Pnmm-Pm3m, Fm3m-Pcmn-Bmmb and 
Bmmb-Pcmb-Pm3m. The Pcmn structure is that of 
GeS under ambient conditions, the Bmmb structure 
that of TII. The Pcmb structure appears not to have 
been found for a stable phase. 

4.2. The rutile, fluorite and a-PbOz structures 

The high-pressure transformation behaviour of 
rutile-structure MX2 compounds is of interest since 
they may be analogues of the lower-mantle com- 

C m  
Tlu Tlu P m 3 m  

Fm3m / ~ .  0 0 0  
O o O  
o 0 o  0 o 0  

Pnmm O o O  f O o O  
m x; 0 ® 0  Ba 

oO 
o . o  1 

Pcmn Pcmb 
O e O  O®O 
0~10  Bmmb ~ I 0 ~ t  
O® OoO Oo 
oO 0 o 0  I "  Oo 

O o O  ,,; cOo ,,; O o O  
0 0 0  o 0 o  0 o 0  
m6 O o O  

0 o 0  
B33 

Fig. 2. Transformation paths between the B1-B2-BI6-B33 struc- 
tures. Viewing direction corresponds to [101]B~ of Fig. l, and is 
taken as the y axis for low-symmetry phases. Structure not 
shown for Cm since lattice strain is oblique to plane of  paper. 
Shading indicates half lattice repeat height above plane of  
paper. The Fm3m-Pnmm-Pm3m path is the same as that of  Fig. 
l(b). 
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ponent stishovite, SiO2. Rutile itself, TiO2, trans- 
forms with increasing pressure to the fluorite-related 
monoclinic structure of baddeleyite (Sato et al., 
1991), which is the low-pressure structure of ZrO2 
and HfO2. The a-PbO2 phase appears to be stable at 
intermediate pressures but transformation is slug- 
gish; this phase is more readily obtained on 
quenching. SnO2 and PbO2 transform from rutile 
through a-PbO2 to the cubic fluorite structure (Ming 
& Manghnani, 1982); only the a-PbO2 structure and 
not rutile is obtained on quenching PbO2, whereas 
SnO2 shows some inversion to the rutile structure but 
not to completion (Ming & Manghnani, 1982). ZnF2 
does not exhibit an a-PbO2 phase on pressure 
increase, but does so on quenching (Kabalkina, 
Vereschagin & Lityagins, 1968). These behaviours 
are readily understood from consideration of the 
shortest rutile-fluorite transformation route. 

The routes that interconnect these structures are 
nicely illustrated in Hyde, Bursill, O'Keeffe & 
Andersson (1972). Although they describe the neces- 
sary lattice distortions as 'shears', detailed considera- 
tion reveals that the lattice shear is a secondary effect 
in symmetric terms (as was also seen for the B1-B2 
transition). The tetragonal P42/mnm rutile structure 
contains a nearly hexagonal close-packed anion 
array in which tetragonal symmetry and a planar 
anion coordination environment are gained by cor- 
rugating the layers. Flattening of the layers reduces 
the symmetry to Pnnm (the CaCI2 structure) and 
changes the anion coordination geometry to pyrami- 
dal (Fig. 3). The Big lattice mode associated with 
layer flattening i~ of systematically low frequency in 
rutile-structure phases (Nagel & O'Keeffe, 1971), and 
shows a negative pressure dependence in TiO2 itself 
(Nicol & Fong, 1971). 

Lability of the B~g mode is crucial to the first step 
of the mechanism of Hyde et al. (1972), which 
assumes planar anion layers. The pseudohexagonal 
anion nets of the CaC12 structure are then sheared 
into the square nets characteristic of the fluorite 
structure. However, Figs. 3(c) and 3(d) show that the 
symmetry ascent to the fluorite structure depends not 
on the lattice strain but on the relative displacements 
of adjacent anion layers. The Fm3m symmetry of 
fluorite is broken by displacing alternate layers along 
_[101] or equivalent. The corresponding fluorite 
mode belongs to the IR )(5, the zone boundary 
correlative of T~, that was discussed for the BI/B2 
transition. This representation is six dimensional. An 
orthogonal basis set for the displacement field con- 
sists of transverse anion displacement waves with k 
= 100 polarized ]] y and z, with k = 010 polarized 1[ z 
and x, and with k = 001 polarized [[ x and y. The 
CaCI2 structure in one of several orientations is 
obtained if the two components at one wavevector 
(say 010) are equal in magnitude and the other four 

components remain zero. As for the B1/B2 related 
phases, the xz lattice strain transforms as T2g, which 
is contained in the reducible product X ~ @ X ~  and 
therefore couples to the order parameter in a linear- 
quadratic fashion. 

The CaC12 and a-PbO2 structures share a 
hexagonal close-packed anion array, but the straight 
chains of edge-sharing octahedra in CaC12 become 
zigzag chains in a-PbO2. Setting the close-packed 
planes 11 (010) for both structures, they can be inter- 
converted by polysynthetic twinning on the (010) 
planes of CaC12, or y/2 slip of structural slices paral- 
lel to this plane. Thus, the structures are poly- 
typically related, and transformation between them is 
usually described in terms of slip or twinning. How- 
ever, the Pnnm, Z '  = 2 structure of CaC12 can also be 
converted into the Pcan, Z ' =  4 cell of a-PbO2 as 
shown in Fig. 4. The intermediate P2/a and Bmab 
structures, like the Pnnm phase, may be obtained 
from fluorite in one step using the active Xs- order 
parameter. However, the two equal-magnitude com- 
ponents that produce the CaC12 structure are 
unequal for the monoclinic structure, and one of 
them is zero for the Bmab structure. The energetic 
difference between these structures depends on the 
fourth-order and higher terms in the fluorite Landau 
expansion. 

Let us write the component corresponding to y 
displacement modulated along the x direction as Yx, 
etc. There are five symmetrically and energetically 
distinct fourth-order terms in the Landau expansion, 

yT 
(a) (b) 

(c) (d) 
Fig. 3. (a) Tetragonal rutile structure viewed down the z axis. (b) 

Orthorhombic distortion of rutile structure flattens close-packed 
anion layers and produces CaCI2 structure. (c) CaCI2 structure 
viewed down the y axis. Pseudohexagonal geometry is apparent. 
(d) Lattice strain imposed on CaCI2 structure so as to give a 
cubic unit-cell metric. Because of the displacements of succes- 
sive anion layers, the symmetry remains Pnnm. Heights of 
atoms are 0 (unshaded), ] (light stipple), ~ (shaded) and a (heavy 
stipple). 
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which may be expressed as: 
4 4 4 4 4 cl[xr + Xz + Yz + Yx + Zx + z 4] 
2 2 2 2 c2[x rz r + YxZx + x2y 2] 

c3[x2X2z + y2y2 + ZxZ2 ~,]2 
2 2 2 2 C4[Xyyx + yZZ r + Z2X2] 
2 2 2 2 2 2 2 2 2 2 2 2 

Z y X ~ ] .  cs[x rZx + y z x  r + YxZr+ zxyz  + x z y x  + 

Depending on the values of the coefficients crcs,  
minimum energy is obtained with some of these 
terms zero and some non-zero (the c~ term is neces- 
sarily non-zero for any deviation from the cubic 
fluorite structure). For each X~- structure of Fig. 4, 
the symmetry-consistent components of the IR and 
non-zero fourth-order terms of the Landau expan- 
sion are listed in Table 2. To facilitate comparison, 
one displacement is taken to be zr  throughout. Also 
shown in Table 2 but not Fig. 4 is the Pa3 structure 
of pyrite, which may be stable relative to the fuorite 
structure for SiO2 at extreme pressures (Park, Tera- 
kura & Matsui, 1988). The pyrite structure is derived 
from fluorite via three equal, orthogonal X5 dis- 
placements. It is apparent that relatively negative 
values of c2 and positive c5 favour Pnnm distortion of 
the fluorite structure, positive c2 and negative cs 
favours Pa3 distortion whereas positive c2 and c5 
favours the Bmab structure. 

At the bottom of Fig. 4 is shown the baddeleyite 
structure (in a non-standard P2~/a setting), in which 
alternate planes of anions become symmetrically 

Rutile 
P4/mnm 

I Blg 

Pnnm 

Cb,.qboqb 
q C Cb 

Fluorite 
Fm3m 

© © ©  

0 0 0 B,',',.b 
t t~01~0~ 

. " 6 o % 0  @ @ @  
... %o o % .,,, 

i z, 
j,s Pcan 

Q Q 
Baddeleyite 

P21/a 
Fig. 4. Transformation paths between rutile, fluorite and c~-PbO2. 

The P n n m  structure shown is the same as that of Fig. 3(d). 
Except for this structure, the x axis is taken to the left, and the z 
axis vertical in the plane of the paper. 

Table 2. Active components o f  X5 order parameter 
and non-zero fourth-order Landau terms for distorted 

fluorites 

The equals sign indicates components constrained to be equal in 
magnitude. 

Space group Z'  Components Non-zero terms 
Pnnm 2 z r  = x r  cj c2 
P2t /a  2 z r  Xr  Yx  c] c2 c4 cs 
B m m b  2 z r c, 

Pa3 4 z r  = Y x  = Xz cl c5 

independent. The lattice strain in the real structure 
reduces the anion coordination number to 7. Never- 
theless, the LS relationship to the X~- structures is 
obvious. This structure clearly lies on the shortest 
route between rutile and t~-PbO2. Therefore, it is not 
suprising that a-PbO2 is not readily obtained from 
the rutile structure of TiO2 on increasing pressure, 
given the low energy of the baddeleyite structure for 
this compound. 

Rutile and c~-PbO2 are both equally accessible 
from fluorite via the X~- structures. It remains to be 
established why the path from fluorite back to 
a-PbO2 is preferred even when rutile is the stable 
phase. The relative signs of c~ and c2 may change for 
small distortions away from the fluorite structure. It 
is also possible that there are local energy maxima on 
the P42/mnn-Pnnm-Fm3m route that render it less 
favourable kinetically than the Pcan-Bmab-Fm3m 
path. To test these hypotheses, detailed calculations 
of internal energy as a function of structural param- 
eters are required for the X~- structures. 

A very different transformation behaviour that is 
consistent with the rutile-fluorite transformation 
route outlined here has recently been described for 
RuO2 (Haines & Lrger, 1993). This compound exhi- 
bits rutile, CaC12 and fluorite structures as stable 
phases, but not a-PbO2. 

The marcasite dimorph of pyrite (FeS2) is formally 
the same in structure as CaC12. A transformation 
mechanism has been proposed for these phases that 
involves rotation of half of the $2 groups (Tossell, 
Vaughan & Burdett, 1981; Lennie & Vaughan, 1992). 
The transition state is formally identical to the bad- 
deleyite structure of Fig. 4. Transformation path- 
ways between other structures related to marcasite, 
baddeleyite and so on are discussed in Christy, 
Haines & Clark (1992) and Haines & Lrger (1993). 

A recent molecular dynamics study of MgF2 under 
pressure by Nga & Ong (1993) has reproduced the 
orientation relationship and anion motions expected 
for the rutile-fluorite transition as described here. 
They present radial density functions for an inter- 
mediate state which shows sharp Mg-Mg peaks to 
beyond 5 A. The cation sublattice evidently remains 
intact during transformation. Distortion of the MD 
box shape in the intermediate state is consistent with 
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flattening of the close-packed anion layers (rutile- 
CaC12 step). Loss of maxima in the Mg-F and F-F  
radial density functions lead Nga & Ong to describe 
the intermediate state as disordered or amorphous; it 
may be microtwinned or of intrinsically low symme- 
try (baddeleyite rather than CaC12, for instance). 

4.3. The CaCO3 phase diagram 

Calcium carbonate occurs as six known 
polymorphs. Vaterite (metastable) is structurally very 
different from the rest, and not considered further 
here. Calcite-I and aragonite occur more widely in 
nature, and are stable at relatively low and high 
pressure, respectively. Two high-pressure low- 
temperature phases (calcite-II and III) are known, 
which are formed readily from calcite-I. The transi- 
tions from calcite-I to II and III lie within the 
aragonite stability field, so phases II and III appear 
to be metastable. A recent study by Hess, Ghose & 
Exarhos (1991) shows them in a topologically con- 
sistent pressure-temperature diagram as 'stable in 
the laboratory timeframe', but the calcite-I-aragonite 
transition is placed at a much higher pressure than is 
usual (ca 14 kbar at < 473 K). 

At high temperature (>  1263 K), rotational dis- 
ordering of the calcite CO3 ions occurs (Dove & 
Powell, 1989). In addition to the soft Z-point mode 
giving the high-temperature phase, there is a soft 
F-point mode implying incipient ordering on a 
different scheme. The high-temperature F-points 
become F and L symmetry points in calcite-I. 
Anomalous inelastic neutron scattering has been 
observed at the calcite-I L-points, which has been 
interpreted as dynamic fluctuation between ordering 
schemes (Dove et al., 1992). The associated entropy 
causes curvature in the calcite-aragonite equilibrium 
boundary, which has been modelled by Redfern, 
Navrotsky & Salje (1989). 

Calcite-l, calcite-II and aragonite all share 
(pseudo)hexagonal planes of carbonate ions as a 
structural element. In calcite-I, these are parallel to 
(0001); in aragonite, they are on (001). The structure 
of calcite-II was determined by Merrill & Bassett 
(1975), who found it to be a simple modification of 
that of calcite-I. In calcite-I, the CO3 groups are 
oriented so as to have C- -O bonds pointing down 
the x axes of the structure. In calcite-II, adjacent 
CO3 groups are counter-rotated by 11 °. Continued 
rotation to 30 ° from their initial orientation produces 
the carbonate layer of the aragonite structure (Fig. 
5). The topotactic relationships observed by Gillet, 
Grrard & Williame (1987) are consistent with the 
carbonate layers being preserved during calcite- 
aragonite transformation. Those observed by 
McTigue & Wenk (1985) imply disruption of the 
layers, but were observed in a thin electron micro- 

scope specimen and may correspond to a surficial 
transformation mechanism. 

The displacements associated with the calcite-I-II 
transition are consistent with a soft F2- mode in 
calcite-I, inherited from the high-temperature 
F-point instability. In the classification of this paper, 
the transition is type I, whether first or second order 
thermodynamically. The Landau theory of the trans- 
formation has been discussed by Hatch & Merrill 
(1981), who showed that the transformation is 
allowed to be second order by symmetry. Hess et al. 
(1991) obtained a soft F f  mode in a lattice dynamics 
simulation of calcite; their Raman study showed that 
the transformation is thermodynamically first order 
at room temperature. Below, it is shown that calcite- 
II is an intermediate on the shortest calcite-aragonite 
path. 

Table 3 compares lattice parameters for a pseudo- 
monoclinic C2/c calcite-I cell ( X m o  n = [120]hex, Z m o n  = 

[121]hex), calcite-II at 1.5 GPa in the corresponding 
P2~/n setting, and aragonite. The carbonate-ion 
planes are parallel to (001) in each case. It can be 
seen that the lattice strains involved in the calcite-II 
transformation are very small, and those between 
calcite-II and aragonite only a few percent. 

Fig. 6 shows the full calcite-I--calcite-II-aragonite 
transformation pathway. Calcite-I is shown in the 
metrically monoclinic cell of Table 3. The P21/n 

(a) 

(b) 

(c) 

3 
) 
3 
3 

Fig. 5. (a) The CO3 layer of calcite. (b) The CO3 layer of calcite-II 
at 15 kbar. (c) The idealized CO3 layer of aragonite. 
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Table 3. Comparison of corresponding cell parameters 
for CaCO3 phases 

Cell parameters were calculated from Merrill & Bassett (1975) and 
Wyckoff (1964). Monoclinic cell used for calcite to facilitate direct 
comparison with other phases. 
Phase Space group a (A) b (A) c (/~,) fl (o) 
Calcite-I C2/c (R3c) 8.64 4.99 6.38 116.9 
Calcite-II P2Jn 8.71 4.98 6.63 118.6 
Aragonite Pcmn 7.97 4.96 5.74 90.0 

structure shown is more distorted than the refined 
structure of calcite-II: the carbonate groups have 
been rotated by a full 30 ° so as to be like those of 
aragonite in orientation, and alternate carbonate 
layers have been translated by -+ b/4. The cell 
parameters shown are also intermediate between 
those of the calcite phases and those of aragonite. 
Nevertheless, this structure is still formally that of 
calcite-II. Examination of the relationship between 
calcite-I, calcite-II and aragonite structures reveals 
that the other principal change required to produce 
aragonite from calcite is slip of the cation and anion 
sublattices relative to one another. This requires an 
acentric intermediate (P20 between the P2~/n struc- 
ture and the P2~/m structure shown in Fig. 5 (these 
three structures constitute another type II HS1-LS-  
HS2 triplet). 

Although Fig. 5 shows that a relatively short (four 
step) transformation path exists between calcite-I 
and aragonite, these phases are known to transform 
at high temperature by grain-boundary nucleation in 
polycrystalline material (Hacker, Kirby & Bowles, 
1992). This implies that there are energetically prohi- 
bitive barriers to be overcome on the short paths. 
The existence of calcite-II at high pressure and low 
temperature pinpoints the unfavourable step as the 
polar phase between calcite-II and aragonite. Calcite- 

Calcite Aragonite 
R3c Pcmn 

J P21/m P21/n A u A u 
P21 

Fig. 6. Transformation path from calcite to aragonite. Heights 
indicated by shading as for Fig. 2. Note corrugation of the 
carbonate layers in the real aragonite structure, which avoids 
close O--O contacts. 

II is understood to be an intermediate on the shortest 
calcite-I/aragonite transformation route that is 
observed because the next stage is kinetically inac- 
cessible. 

5. Concluding remarks 

Many phase transitions show a mixture of 'recon- 
structive', 'displacive' and 'order-disorder' features. 
Therefore, these terms are not always useful for 
classifying transformations. Analysis of the symme- 
try changes involved in them allows rigorous classi- 
fication into three types: (I) HS-LS, (II) HSI- (LS 
transition state)-HS2 or converse, (III) cascades of 
such elementary steps. The shortest possible type III 
routes between known structures are often found to 
be only three or four steps long. At the other 
extreme, descent into a fully amorphous intermediate 
state is still type III. It is likely that short type III 
transformation paths are important in at least the 
nucleation stage of many transformations. The 
appropriate transition states may have been observed 
experimentally in PbO. Analysis of the shortest path- 
ways is shown to provide insight into the behaviour 
of several systems. 

Although a molecular dynamics simulation of the 
B1-B2 transition predicts the two shortest possible 
routes as transformation mechanisms, the stability of 
B16/B33 intermediate structures suggests that a 
longer pathway operates when a very polarizable 
species is present. The quenching of high-pressure 
fluorites into the cr-PbO2 structure rather than rutile 
is seen as a consequence of the high degeneracy of 
the fluorite lattice mode involved on the shortest 
fluorite-rutile path, and the difficulty of nucleating 
the cr-PbO2 phase of TiO2 on pressure increase as a 
result of the thermodynamic stability of the baddel- 
eyite intermediate at even higher pressure. Calcite-II 
is seen to be a kinetically blocked intermediate phase 
on the shortest calcite-aragonite route. 

Analysis of the shortest multistage transformation 
routes as described here is a straightforward a priori 
investigation of symmetric relationships between 
phases and their possible transformation behaviour. 
Predictions may be tested against experimental 
observations using molecular dynamics simulation. 

I am indebted to Dr Julian Haines for discussions 
which have much improved this paper. 
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Determination of Crystal Structures from Limited Powder Data Sets: Crystal 
Structure of Zirconium Phenylphosphonate 
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Abstract 

The structure of zirconium phenylphosphonate, 
Zr(O3PC6H5)2 ,  w a s  solved based on a combination 
of modeling techniques and Patterson methods and 
refined by Rietveld methods. Powder diffraction data 
were collected using synchrotron radiation (A = 
1.3087 A). The crystals belong to the space group 
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C2/c with a = 9 . 0 9 8 5  (5), b =  5.4154 (3), c =  
30.235 (2),~ and /3 = 101.333 (5) °. The reliability 
factors are Rwp = 0.129, Rp = 0.095, RF = 0.023 and 
the statistically expected Rwp = 0.02. In the c-axis 
projection the structure resembles very closely that of 
a-zirconium phosphate. The phenyl groups are 
inclined by about 30 ° to the c axis and also tilted 
from the ab plane. The C-center-related phenyl 
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